The Generalised Estimating Equations: An Annotated Bibliography

ANDREAS ZIEGLER
Medical Centre for Methodology and Health Research
Institute of Medical Biometry and Epidemiology
Marburg
Germany

CHRISTIAN KASTNER
Institute of Statistics
LMU München
München
Germany

MARIA BLETTNER
International Agency for Research on Cancer
Lyon Cedex 08
France

Summary

The Generalised Estimating Equations (GEE) proposed by LIANG and ZEGER (1986) and ZEGER and LIANG (1986) have found considerable attention in the last ten years and several extensions have been proposed. In this annotated bibliography we describe the development of the GEE and its extensions during the last decade. Additionally, we discuss advantages and disadvantages of the different parametrisations that have been proposed in the literature. Furthermore, we review regression diagnostic techniques and approaches for dealing with missing data. We give an insight to the different fields of application in biometry. We also describe the software available for the GEE.
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Zusammenfassung

über hinaus diskutieren wir Vor- und Nachteile verschiedener in der Literatur vorgeschlagener Parametrisierungen. Wir stellen ebenfalls Ansätze zur Regressionsdiagnostik für GEE sowie zur Behandlung fehlender Daten dar und geben einen Einblick in die Anwendungsgebiete der GEE. Schließlich weisen wir auf Software zur Analyse der GEE hin.

Résumé

1. Introduction

In many biometrical, epidemiological, social and economical situations, the classical assumptions of statistics, in particular the independence of variables and their normal distribution are not valid. For example, count data (like number of epileptic seizures) or binary data (like person being ill or not) are not normally distributed. The independence of outcome variables, for example, is not given when different measurements are taken from the same patient, when he receives several treatments, or when the treatment consists of a number of cycles. The assumption of independence is also violated, if paired data are collected, like for paired organs. Neglecting dependencies in these situations can lead to false conclusions. The precision of the results and thereby their significance is usually overestimated. This is illustrated nicely by Sherman and Le Cessie (1997).

For these reasons, models for the analysis of non-metric correlated data were developed very early. Nevertheless, these models and the technical possibilities of evaluating these models were limited, so that an adequate analysis of relevant questions was not always possible. The development of computer intensive statistical methods like the Generalised Linear Models (GLM; McCullagh and Nelder, 1989) or the Generalised Estimating Equations (GEE; Liang and Zeger, 1986) presented here only became possible with the availability of powerful computers. This is also the reason for the increasing interest in the analysis of correlated observations.

Clusters are a way to represent correlated observations: one assumes the existence of a relation between the observations of a cluster, while there is none between observations of separate clusters. Such structures can be induced by the design of the data. Examples are:

- longitudinal or panel data
- family studies
- studies with spatial structures
The clusters themselves do not need to be homogenous: they may have subclusters, as in family studies, where cluster structures emerge from the relationship between parents, between parents and children, and between the children.

The primary interest in the cited examples lies in finding the influence of the variables on a certain key value, the response. Many papers have investigated the situation where the response is continuous and approximately normal. However, the case of binary or categorical dependent variables was only addressed in the last years. The GLM, a generalisation of the regression model for continuous and discrete response, is the classical starting point for current research.

Marginal models, conditional models and random effects models are extensions of the GLM for correlated data (Diggle, Liang and Zeger, 1994; Fahrmeir and Tutz, 1994; Kenward and Jones, 1992; Liang and Zeger, 1986; Neuhaus, Kalbfleisch and Hauck, 1991; Zeger and Liang, 1986). A survey of methods for analyzing correlated binary response data (Pendergast et al., 1996) as well as a comparison of different approaches for paired binary data (Glynn and Rosner, 1994) have been published recently. An annotated bibliography of methods for analyzing correlated categorical data has been given by Ashby et al. (1992). The GEE (Liang and Zeger, 1986; Zeger and Liang, 1986) belong to the class of marginal models to which we restrict our attention in this annotated bibliography. We shall give a description how the GEE were developed in the last decade. References point to both the biometrical literature and the econometric literature. Extensions and a caveat are also discussed. Different overviews, in general more theoretical as in this paper, have been given (Davis, 1991; Fitzmaurice, Laird and Rotnitzky, 1993; Liang, 1992; Liang and Zeger, 1992; Zeger, 1988; Zeger and Liang, 1992).

Section 2 of this paper cites some examples from the literature to clarify the problem and to show different situations for the application of the GEE. The examples differ in the nature of the dependent variables and the cluster structures.

Section 3 introduces a formal description of cluster structures. The main interest is modelling the expected value of the dependent variables as a function of independent variables. The GLM and the linear model with estimated covariance matrix (feasible generalised least squares (FGLS), feasible Aitken estimator; Greene, 1993) are well-known examples. The GLM, however, cannot take into account dependencies within clusters, while the linear model requires functional independence of the mean and the variance. The GEE proposed by Liang and Zeger (1986) are a synthesis of these models. They generally give asymptotic results. Thus, they require a sufficiently large number of clusters.

Section 4 introduces GEE approaches for situations, where correlations within clusters are to be analysed in addition to the mean structure. In section 5 several extensions of the GEE are briefly introduced and discussed. In section 6 we consider the efficiency of the methods, the bias and the problem of convergence in practical situations. In section 7 an insight to the different fields of application is given. Furthermore, in section 8 we describe the existing software that we are aware of. Finally, we comment on the practical use of the GEE for data analysis.
2. Examples

**Example 1:** Longitudinal data

The first data set that has been analysed using GEE methods, investigated the stress of mothers in the presence of a child’s disease (Liang and Zeger, 1986; Zeger, Liang and Self, 1985). The study included 167 mothers with children aged between 18 months and 5 years. Mothers were asked on 28 successive days whether they felt stressed or not. Additionally, an interview was conducted at the beginning of the 28 days period in which some additional questions were asked, concerning health status of the child, marital status, ethnic group and whether the mother was employed or not. The main interest of the investigation was whether these variables had a significant impact on the health status of the child. The marginal mean — a probability — was modelled via the logit model. The binary response variable was whether the child was diseased on day $t$ or not. The correlation due to the repeated measurements from the same child was only of secondary interest.

**Example 2:** Clinical trial

In this example the effectiveness of an antiepilepticum was investigated. The data have been analysed several times as examples in the literature (e.g. Diggle et al., 1994; Ziegler and Grömping, 1998). For each patient, the number of epileptic events within 8 weeks was counted before the controlled trial started. All patients were randomised to two treatment groups: additionally to the standard chemotherapy, patients from the first group were given an antiepileptic drug while the second group received a placebo. Response variable was the number of epileptic seizures in 4 two-weeks intervals following the treatment. Additionally, variables such as age of the patients were used for the analysis. The marginal mean was modelled via the Poisson model. Again, the correlation was of secondary interest.

**Example 3:** Epidemiological study

In order to determine the relative importance family of genetics and environment on the occurrence of athopic disease, a case-control study with 426 patients with athopic disease and 628 controls was carried out yielding overall to some 5000 family members (Diepgen and Blettner, 1996). The response variable was a binary variable, namely whether athopic disease was present or not. The aim of the study was to investigate presence of a significant association of the disease between parents and their children. If the parameters of the marginal mean should be interpreted as odds ratios, they should be modelled via the logit model. This association can give hints whether the disease has a genetic component.
In the first two examples the mean structure was of primary interest while it was the association between family members in the third example. The strong correlation between the persons has to be taken into account in the first two examples to analyse the mean structure. In the last example, several variables that concern either the families or the persons in the family can be used to separate the association of interest from the influence of other covariates. It should be noted that for the first two examples the correlation among the persons may not be neglected to obtain both correct parameter estimates and correct variance estimates for the mean structure.

3. The Generalised Estimating Equations for Estimation of Mean (GEE1)

Let $y_i = (y_{i1}, \ldots, y_{iT})$ be a vector of responses from $n$ clusters, e.g. families or periods, with $T$ observations for the $i$th cluster, $i = 1, \ldots, n$. For each $y_{it}$ a vector of covariates $x_{it}$ is available, which possibly contains an intercept. The data can be summarised to the vector $y_i$ and the matrix $X_i = (x_{i1}, \ldots, x_{iT})'$. The method can be extended to unequal cluster sizes $T_i$ (cf. Ziegler and Grömping, 1998). The pairs $(y_i, X_i)$ are assumed to be independently identically distributed. We will first describe models for the mean structure $E(y_{it} | x_{it})$. It is necessary to find a method that can deal with the association between the $T$ observations of cluster $i$. For independent observations, the GLM allows flexibility in modelling mean and variance structures. In GLM, the mean structure is given by $E(y_{it} | x_{it}) = \mu_{it} = g(x_{it}'\beta)$, where $g$ is a non-linear response function and $\beta$ is the unknown $p \times 1$ parameter vector of interest. $g^{-1}$ is termed link function.

We do not consider conditional models, also termed state dependence models $E(y_{it} | X_i) = g(x_{it}'\beta + \sum_{t \neq t'} \gamma_{it} y_{it'})$, where the $t$th response may depend on responses within the same cluster. Furthermore, we do not consider random effects models, also named mixed models $E(y_{it} | X_i) = g(x_{it}'\beta + z_{it}'\gamma_i)$, where $\gamma_i$ follows some distribution $F$. Both conditional models and random effects models have been discussed in detail e.g. by Fahrmeir and Tutz (1994).

An important property of the GLM is the functional relation between mean and variance $\nu_{it} = V(y_{it} | x_{it}) = h(\mu_{it}) \phi$. $h$ and $\phi$ are called variance function and dispersion parameter, respectively. For the purpose of this paper, we set $\phi = 1$ except for the normal distribution, where we use $\phi = \sigma^2$. If a specific univariate exponential family can be assumed, e.g. a normal, Binomial, Poisson or gamma distribution, the variance function is uniquely determined by this assumption. For example, the variance function is constant ($h(\mu_{it}) = 1$) for the normal, Binomial ($h(\mu_{it}) = \mu_{it}(1 - \mu_{it})$) for the Binomial, identity ($h(\mu_{it}) = \mu_{it}$) for the Poisson, and squared ($h(\mu_{it}) = \mu_{it}^2$) for the gamma distribution. Further examples of link and variance functions are given e.g. by McCullagh and Nelder (1989).

For independent observations, the parameter vector $\beta$ is estimated using the maximum likelihood (ML) method: The distribution — e.g. the Binomial or Poisson distribution — determines the likelihood equations (score equations) that are
given by derivatives of the log-likelihood function with respect to $\beta$. The score equations have the form

$$ u(\beta) = \frac{1}{n} \sum_{i=1}^{n} D_{i}^\prime \Sigma_{i}^{-1} (y_{i} - \mu_{i}) = \frac{1}{n} D^\prime \Sigma^{-1} (y - \mu) = 0, $$

(1)

where $D_{i} = \partial \mu_{i} / \partial \beta$ is the diagonal matrix of first derivatives and $\Sigma_{i}$ is the diagonal matrix of the variances $\Sigma_{i} = \text{diag} (\upsilon_{i})$. Furthermore, $D$ and $y$ are the stacked $D_{i}$ matrices and $y_{i}$ vectors, respectively. $\Sigma$ is the block diagonal matrix of the $\Sigma_{i}$, $\mu_{i}$ is the vector of $\mu_{it}$, and $\upsilon$ is defined analogously to $y$. (1) are called independence estimating equations (IEE; LIANG and ZEGER, 1986). In general, (1) has to be solved iteratively by Fisher’s scoring algorithm, iterative weighted least squares (IWLS) or Quasi-Newton algorithms (LUENBERGER, 1984). The estimator $\hat{\beta}$ is consistent and asymptotically normal distributed with covariance matrix $V(\hat{\beta}) = (D^\prime \Sigma^{-1} D)^{-1}$.

For correlated observations, however, the true variance matrix is not diagonal. If the conditional variance matrix $\Sigma_{i}$ does not equal the true variance matrix $V(y_{i} | X_{i}) = \Omega_{i}$, the estimator $\hat{\beta}$ still remains unbiased. For consistent estimation of $V(\hat{\beta})$ the robust variance matrix, also termed sandwich information matrix, should be used instead of the Fisher information matrix. The robust variance matrix estimator traces back to HUBER (1967) and has been further examined (GOURIEROUX, MONFORT and TROGNON, 1984; LIANG and ZEGER, 1986; ROYALL, 1986; WHITE, 1982; ZEGER and LIANG, 1986; ZEGER et al., 1985):

$$ V(\hat{\beta}) = \hat{H}_{1}^{-1} \hat{H}_{2} \hat{H}_{1}^{-1} = \left( \sum_{i=1}^{n} \hat{D}_{i}^\prime \hat{\Sigma}_{i}^{-1} \hat{D}_{i} \right)^{-1} \left( \sum_{i=1}^{n} \hat{D}_{i}^\prime \hat{\Sigma}_{i}^{-1} \hat{\Omega}_{i} \hat{\Sigma}_{i}^{-1} \hat{D}_{i} \right) \times \left( \sum_{i=1}^{n} \hat{D}_{i}^\prime \hat{\Sigma}_{i}^{-1} \hat{D}_{i} \right)^{-1}, $$

(2)

where $\hat{\Omega}_{i} = (y_{i} - \hat{\mu}_{i}) (y_{i} - \hat{\mu}_{i})^{\prime}$. Note that $\hat{\Omega}_{i}$ is not a suitable estimator of $\Omega_{i}$. $\hat{\mu}_{i}$ is defined by the link function of the GLM. $\hat{H}_{1}$ is the estimated Fisher information matrix. $\hat{H}_{2}$ is termed estimated outer product gradient (OPG) because it is the estimate of the expected outer product of the score vector. BINDER (1983) proposed an estimator similar to (2) based on a taylor linearisation for implicitly-defined parameters so that the outer matrices are not necessarily symmetric.

In several situations the estimation will not be very efficient because of the diagonal form of $\Sigma_{i}$. The GEE1 approach allows more efficient estimation: Consider a GLM with fixed mean structure and variance. In this case $\Sigma_{i}$ is a covariance matrix which should be close to the true covariance matrix $\Omega_{i}$. Keep in mind that the association (correlation) is not of primary interest here. The $T \times T$ correlation matrix $R(\alpha)$ of $y_{i}$ given $X_{i}$, well-described by an additional parameter (vector) $\alpha$, is assumed to be identical for all clusters. For example, one has $\text{Corr} (y_{it}, y_{it'} | X_{i}) = \alpha$ for $t \neq t'$ in an equicorrelated model. If $R(\hat{\alpha}) = \hat{R}$ is an esti-
mator of the correlation matrix, the estimator for $\Sigma_i$ is given by

$$\hat{\Sigma}_i = \hat{A}_i^{1/2} R(\hat{\alpha}) \hat{A}_i^{1/2},$$

(3)

where $\hat{A}_i^{1/2}$ is the estimated square root of the diagonal matrix of the variances $v_i$.

With the estimated working correlation matrix $\hat{R}$ and the diagonal matrices $\hat{A}_i$, the GEE1 have the form

$$u(\beta) = \frac{1}{n} \sum_{i=1}^n D_i^T \hat{\Sigma}_i^{-1} (y_i - \mu_i) = 0.$$  

(4)

The term ‘generalised’ is somehow misleading. However, it is justified considering that Liang and Zeger (1986) developed the equation system (4) from the GLM or the IEE, respectively. Nowadays, the term Estimating Equations (EE) is preferred to GEE (Pruscha, 1996). GEE1 means that only first order moments, i.e. the mean structure, are estimated consistently.

Liang and Zeger (1986) and Zeger and Liang (1986) used the method of moments to estimate the ‘working correlation matrix’ $R(\alpha)$. The choice of $R(\alpha)$ was discussed for example by Liang and Zeger (1986) in some detail (s. also Ziegler and Grömping, 1998). If the identity matrix is used as working correlation matrix, (3) is reduced to a diagonal matrix for the variances, and the EE (4) reduce to the IEE (1). The working correlation matrix needs to be chosen carefully. If it is not well-specified, existence of $\hat{\alpha}$ and convergence of $\hat{\alpha}$ to $\alpha$ cannot be ensured (Crowder, 1995). Furthermore, even if $\hat{\alpha}$ converges to some fixed value $\alpha$ assuming an equicorrelated structure, interpretation might be difficult or even impossible, if the true correlation structure is autoregressive. Note that (4) is similar to the Feasible Generalised Least Squares (FGLS) estimator (Cochrane and Orcutt, 1949; Greene, 1993) where in the first step the variance matrix $\hat{\Sigma}_i$ and in the second step the parameter vector $\beta$ are estimated. Usually, the GEE1 are solved by a modified Fisher scoring algorithm. The term ‘modified’ indicates that $\hat{\Sigma}_i$ is used instead of the true covariance matrix for solving (4). In order to save CPU-time, Lipsitz et al. (1994b) proposed to use a one-step approximation of (4) with the assumption of independence as starting value.

If $\beta$ is estimated using (4), $\hat{\beta}$ is consistent under suitable regularity conditions, if $\mu_{it} = E(y_{it} \mid x_{it}) = E(y_{it} \mid X_i)$ is specified correctly. The GEE estimator is asymptotically normal. The variance can be estimated consistently with the robust variance estimator (2) and $\hat{\Sigma}_i$ as in (3). The required regularity conditions can be formulated either by embedding the GEE into the framework of Quasi Likelihood estimation (QL; Firth, 1993; McCullagh and Nelder, 1989), as shown by Rotnitzky (1988), or by embedding the GEE into the framework of Pseudo Maximum Likelihood estimation (PML; Gourieroux et al., 1984; Gourieroux and Monfort, 1993) or by embedding the GEE into the Generalised Method of Moments (GMM; Hansen, 1982; Newey, 1993) as shown by Ziegler (1995). If $\Sigma_i$ is specified correctly, i.e. $\Omega_i = \Sigma_i$, and the true distribution belongs to the linear exponential family, $\hat{\beta}$ is efficient in the sense of Rao-Cramér (Gourieroux and Monfort, 1993).
Most estimators for the correlation structure \( R \) can be developed using EE (Crowder, 1995; Ziegler, 1994). It follows that additionally to the EE for \( \beta \) a second set of EE for \( \alpha \) can be introduced. The general form of this EE system is (Prentice, 1988)

\[
\mathbf{u}(\alpha) = \frac{1}{n} \sum_{i=1}^{n} \mathbf{E}_i \mathbf{\Psi}_i^{-1}(\mathbf{z}_i - \mathbf{q}_i(\alpha)) = 0. \tag{5}
\]

In (4) the expectation \( \mu_i \) of \( y_i \), is given as a function of the parameter \( \beta \). In (5) the vector form \( \mathbf{q}_i(\alpha) \) of the correlation matrix \( \mathbf{R}(\alpha) \) is given as a function of the parameters of association \( \alpha \). \( \mathbf{z}_{it} \) is the product of the Pearson residuals and includes observations as well as parameters: \( \mathbf{z}_{it} = (y_{it} - \mu_{it}) (y_{it'} - \mu_{it'}) / \sqrt{v_{it} v_{it'}} \). \( \mathbf{z}_i \) is of dimension \( T(T-1)/2 \) and is defined analogously to the response vector \( y_i \). \( \mathbf{E}_i \) is the matrix including the first derivatives of \( \mathbf{q}_i(\alpha) \) with respect to \( \alpha \). \( \mathbf{\Psi}_i^{-1} \) can be interpreted as the inverse of the covariance matrix of \( \mathbf{z}_i \).

The advantage of using (5) compared to the use of the method of moments is that non-linear correlation structures can be estimated. Similar to the link function in GLM, we can define the association with explanatory variables \( X_i \) in the form \( \mathbf{q}_i(\alpha) = \mathbf{q}_i(X_i, \alpha) \) (Lipsitz, Laird and Harrington, 1991). However, it is not straightforward to define a reasonable function to model the association between the correlation structure \( \mathbf{q}_i(X_i, \alpha) \) and the covariates \( X_i \) (Lipsitz et al., 1991; Lipsitz et al., 1994b). The problem is that the covariates can be continuous but the correlations are restricted to the interval \([-1, 1] \). Therefore it is commendable to define restrictions for the correlation structure which should be non-linear functions in analogy to the well-known link function. An example for such a function is the area tangens hyperbolicus. The transformation has a similar interpretation as the link function in GLM and we thus call it association link function.

4. Generalised Estimating Equations for Estimation of Mean and Association (GEE2)

In the last section we considered EE that allow consistent estimation of the mean. We will now describe a set of EE that permit consistent estimation of the parameters of first and second order moments. These EE are called GEE2. Currently, no clear and unique definition of GEE2 is possible, as several procedures are summarised by this term. Liang, Zeger and Qaqish (1992) used the phrase GEE2 for simultaneous estimation of the mean and the association. We shall name them EE of first and second order. In our terms, first and second order EE might be solved separately.

4.1 The GEE using the correlation as the measure of association

The two systems (4) and (5) have a comparable form. They can be summarised to:

\[
\mathbf{u}(\beta, \alpha) = \frac{1}{n} \sum_{i=1}^{n} \begin{pmatrix}
\frac{\partial \mu_i}{\partial \beta} & 0 \\
0 & \frac{\partial \mathbf{q}_i}{\partial \alpha'}
\end{pmatrix} \begin{pmatrix}
\mathbf{V}(y_i) & 0 \\
0 & \mathbf{V}(z_i)
\end{pmatrix}^{-1} \begin{pmatrix}
y_i - \mu_i \\
z_i - \mathbf{q}_i
\end{pmatrix} = 0. \tag{6}
\]
It can be seen that the matrix of first derivatives and the working covariance matrix are block-diagonal. Therefore, (6) is a simplification of the following system:

\[
\begin{align*}
&u(\beta, \alpha) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial \mu_i}{\partial \beta'} \frac{\partial \mu_i}{\partial \alpha'} \right)' \begin{pmatrix}
V(y_i) & \text{Cov}(y_i, z_i) \\
\text{Cov}(z_i, y_i) & V(z_i)
\end{pmatrix}^{-1} (y_i - \hat{\mu}_i) = 0.
\end{align*}
\] (7)

The form \(\frac{\partial \mu_i}{\partial \alpha'} \neq 0\) in (7) implies that the association — here the correlation — is a function of \(\beta\). This assumption is not plausible because it is difficult to interpret a mean vector that includes the association parameter \(\alpha\). In applications, the mean values are only defined as a function of \(\beta\), which implies \(\frac{\partial \mu_i}{\partial \alpha'} = 0\). In practice, \(\eta_i\) is usually defined via the area tangens hyperbolicus. Thus, \(\eta_i\) is independent of \(\beta\) so that \(\frac{\partial \eta_i}{\partial \beta'} = 0\). If the matrix of first derivatives is block-diagonal, the covariance matrix of (7) has to be block diagonal, to guarantee consistent estimators \(\hat{\beta}\) of \(\beta\) (Prentice and Zhao, 1991). Hence, (7) reduces to (6), if \(\eta_i\) is modelled via the area tangens hyperbolicus.

The EE (6) and (7) can be embedded into the GMM (Ziegler, 1995) so that the estimators \(\hat{\beta}\) and \(\hat{\alpha}\) are jointly asymptotically normal under regularity conditions formulated by Hansen (1982). The asymptotic covariance matrix corresponding to (6) is given by Prentice (1988). The EE (6) and (7) may be solved by a modified Fisher scoring algorithm analogously to the GEE1.

4.2 The GEE using the covariance as the measure of association

So far, we only defined EE using the correlation as the measure of association. The EE can also be defined using the covariance matrix. Then \(s_{it'} = (y_{it} - \mu_{it}) \times (y_{it} - \mu_{it'})\) and \(\sigma_{it'} = E(s_{it'}) = \text{Cov}(y_{it}, y_{it'})\) are used instead of \(z_{it'}\) and \(q_{it'}\), respectively, in (7). The first derivatives and the working variance matrices are changed accordingly. This approach was first proposed by Zhao and Prentice (1990), and is closely related to the method described by Crowder (1985). The main question is, how to model the association between \(s_i\) and \(\alpha\) and \(s_i\) and \(\beta\), respectively. \(\sigma_{it'}\) can be modelled as a function of \(\beta\) via \(v_{it}\) and as a function of \(\alpha\) via \(q_{it'}\) since \(\sigma_{it'} = (v_{it}v_{it'})^{-1/2} q_{it'}\).

If \(\mu_i\) and \(\sigma_i\) are correctly specified as functions of \(\alpha\) and \(\beta\), the estimates \(\hat{\alpha}\) and \(\hat{\beta}\) are consistent and jointly asymptotically normal (Gourieroux and Monfort, 1993; Prentice and Zhao, 1991; Zhao and Prentice, 1990, 1991) with asymptotic covariance matrix given e.g. by Prentice and Zhao (1991). These EE are not often applied, due to the following disadvantage compared to (6): It is necessary to specify \(\mu_i\) as well as \(\sigma_i\) correctly to obtain a consistent estimate \(\hat{\beta}\). If the correlation is used instead of the covariance, the estimator \(\hat{\beta}\) remains consistent, even if \(q_{i}(\alpha)\) is incorrectly specified via the arcus tangens hyperbolicus because \(\hat{\alpha}\)
and \( \hat{\beta} \) are estimated in separate EE. The advantage of this two-step procedure was first observed by Firth (1992) and Diggle (1992) in their discussions of the paper by Liang et al. (1992).

4.3 The GEE using the second ordinary moments as the measure of association

We shall now sketch an approach that is only applicable to dichotomous or categorical response variables. In this situation, the relationship between the second moments and the log odds ratios is well-known (Bishop, Fienberg and Holland, 1975) and the log odds ratio can be modelled as linear functions of the covariates \( X_i \) and the unknown parameter \( \alpha \).

If (7) is used in the log odds ratio parameterisation, consistent estimators \( \hat{\beta} \) and \( \hat{\alpha} \) exist and are jointly asymptotic normal, if both the mean and the association structure are specified correctly (Prentice and Zhao, 1991; Zhao and Prentice, 1990, 1991). The asymptotic covariance matrix is given in Liang et al. (1992). Misspecification of \( \alpha \) can lead to an inconsistent estimate of \( \beta \), since \( \hat{\beta} \) and \( \hat{\alpha} \) are estimated simultaneously.

The simultaneous estimation procedure for \( \alpha \) and \( \beta \) can be transformed into a two-step procedure. Then \( \hat{\beta} \) is consistent, even if \( \alpha \) is incorrectly specified. This approach is called ‘alternating logistic regression’ (ALR; Carey, Zeger and Diggle, 1993) with the logit-link as link function. The ALR is closely related to the approach of Prentice (1988).

4.4 The GEE using the polychoric and polyserial correlation as the measure of association

The GEE approach using polychoric and polyserial correlations as the measure of association can be derived using latent variable models which are commonly used in econometrics, while the GEE have mostly been applied in biometry. It was considered in detail e.g. by Le Cessie and van Houwelingen (1994), Qu et al. (1992) or Ziegler and Arminger (1995). It is closely related to the Mean and Covariance Structure analysis (Browne and Arminger, 1995). Thus it might be applied to mixtures of continuous, dichotomous, categorical and limited dependent variables. If the marginal probabilities are not too close to 1 or 0, the approach using the polychoric correlation should yield similar results as the log odds ratio approach discussed in section 4.3 (Le Cessie and Van Houwelingen, 1994).

5. Extensions of the Generalised Estimating Equations

5.1 Time dependent parameters

One limitation of the GEE approaches is that the parameter vector \( \beta \) has to be constant for all \( t \). GEE can be extended to include a time dependent parameter
vector. This extension is important for longitudinal studies where the influence of the covariates changes with time (Lipsitz, Kim and Zhao, 1994c; Wei and Stram, 1988; Ziegler and Arminger, 1995). The basic idea of this approach is to rearrange the explanatory variables \( x_{it} \) in a matrix

\[
X'_i = \begin{pmatrix}
  x_{i1} & 0 & \ldots & 0 \\
  0 & x_{i2} & \ddots & \vdots \\
  \vdots & \ddots & \ddots & 0 \\
  0 & \ldots & 0 & x_{iT}
\end{pmatrix}.
\]  

(8)

The parameter vector \( \beta \) is given by \( \beta = (\beta'_1, \ldots, \beta'_T)' \). The estimation itself proceeds as above. A similar approach can be used for joint estimation of time varying and time constant parameters (Park, 1994).

5.2 Ordered categorical and non-ordered categorical dependent variables

The GEE can be extended to ordered categorical and non-ordered categorical data. The basic idea is to apply analogies of the multivariate logit (probit) model or the cumulative logit (probit) model, also termed proportional odds model. As in the last section, the explanatory variables need to be rearranged. In addition, the categorical response \( y_{it} \) has to be recoded. For example, consider an ordinal response \( y_{it} \) with four possible categories. Then three thresholds (cutpoints) are required for the cumulative model which correspond to an intercept and two additional dummy variables. The independent variables are arranged to

\[
X'_i = \begin{pmatrix}
  1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
  1 & 0 & 0 & 1 & 0 & 0 & \ldots & 1 & 0 & 0 \\
  0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
  x_{i1} & x_{i1} & x_{i2} & x_{i2} & x_{i2} & x_{iT} & x_{iT} & x_{iT} & x_{iT}
\end{pmatrix}.
\]  

(9)

Three dummy variables without an intercept could be used instead. The dependent variable \( y_{it} \) has to be dummy coded and results to one of the four vectors \((1, 0, 0)', (0, 1, 0)', (0, 0, 1)', (0, 0, 0)' \) depending on the value of \( y_{it} \). The working correlation matrix should take into account the correlation structure of the multinomial distribution. Details can be found e.g. in Gange et al. (1994), Haggerty and Zeger (1996), Kenward, Lesaffre and Molenberghs (1994a, 1994b), Lipsitz et al. (1994c), Lumley (1996a), Miller (1995), Miller, Davies and Landis (1993), O’Hara Hines (1997b, 1998), Stram, Wei and Ware (1988), Williamson, Kim and Lipsitz (1995) and Ziegler (1994).

5.3 Missing data

In many applications one is concerned with missing data. The methods described above yield only unbiased estimates for the mean structure if the data are missing
completely at random (MCAR; RUBIN, 1976). A general approach for calculating the magnitude of the bias of estimators obtained from standard analysis of EE in the presence of incomplete data was presented by ROTNITZKY and WYPJ (1994). Several approaches have been proposed to deal with missing data in the framework of the GEE.

The first approach is based on the EM algorithm (DEMPSTER, LAIRD and RUBIN, 1977) and may be applied to the GEE1 approach, if dependent variables \( y_{it} \) are missing. The \( X_i \)'s have to be observed completely. The idea is that the GEE1 can be interpreted as EE of a multivariate normal distribution with mean \( \mu_i \) and variance \( \Sigma_i \). Then the EM algorithm for normally distributed data (JENNRIICH and SCHLUCHTER, 1986) may be applied (MAY and JOHNSON, 1995), which yields consistent parameter estimates, if the data are missing at random (MAR).

The second approach is based on the framework of PML estimation and has been proposed by ZIEGLER (1994) for the GEE1 as an extension of the work by ARMINGER and SOBEL (1990). It is a computationally simple approach and may be applied in the presence of missing dependent variables, if the data are MCAR. This approach is in general more efficient than the usually applied complete case analysis. The basic idea is to use EE of a density with complete data that ensures positive definiteness of \( \hat{\Sigma}_i \), and that is proportional to the density of the incomplete data.

The third approach is an extension of a traditional approach by KOCH, IMREY and REINFURT (1977) to missing data for categorical dependent variables. As before, it is assumed that the \( X_i \)'s are completely observed. The approach has been proposed by LIPSITZ, LAIRD and HARRINGTON (1994d) and yields consistent estimates, if the data are MAR. It is a two-step method that applies the EM algorithm in the first step to obtain unrestricted estimates of multinomial probabilities. In the second step, \( \beta \) is estimated using the estimated response vectors.

A fourth approach proposed by Robins and co-workers in a series of papers (ROBINS, ROTNITZKY and ZHAO, 1994, 1995; ROBINS and ROTNITZKY, 1995; ROTNITZKY and ROBINS, 1995a, 1995b) has received considerable attention. It may be applied to both the GEE1 and the GEE2 in the presence of missing dependent variables and/or missing independent variables, if the data are MAR. The idea of this approach is to use weighted EE (WEE) similar to the well-known Horvitz-Thompson estimation. ROBINS and ROTNITZKY (1995a) show that the WEE are efficient in the sense of NEWEY (1990). They use a different variance estimator because the robust variance estimator (2) may not be positive definite (ROBINS et al., 1995). ZHAO, LIPSITZ and LEW (1996b) proposed joint estimating equations (JEE) as a special case of the WEE for missing covariates. XIE and PAIK (1997a) extended the WEE for missing covariates to longitudinal data. An extension to non-ignorable missing-data mechanisms has recently been proposed (ROTNITZKY and ROBINS, 1997; TROXEL, LIPSITZ and BRENNAN, 1997).

Finally, XIE and PAIK (1997b) and PAIK (1997) extended the multiple imputation method to the case of longitudinal data.
Testing hypothesis and regression diagnostics

In many applications testing hypothesis about certain parameters is of substantial interest. The classical asymptotic Gauss test with robust standard errors may be applied to evaluate the significance of a single parameter. This approach may also be used to construct confidence intervals. Instead of applying the asymptotic Gauss test, one could use an added variable plot to check whether an omitted variable should be included in the model (Hall, Zeger and Bandeen-Roche, 1994).

Two different approaches have been proposed for testing complex hypothesis in the mean and/or the association structure. The approach of Rotnitzky and Jewell (1990) is directly based on the GEE1 of Liang and Zeger (1986). These authors propose a modified Wald statistic, a modified score statistic and a model-based likelihood ratio statistic. They derive the asymptotic distributions of these statistics under the null and the alternative hypotheses. The second approach is based on test statistics derived in the framework of PML estimation (Arminger, 1992; Ziegler, 1994). In this approach a modified score statistic, a modified Wald statistic and some measures for goodness of fit are proposed. The Wald and the score test statistics are similar to those used in the framework of ML estimation. Here, the model-based variance matrix is replaced by the robust variance matrix.

Originally, the GEE were derived to avoid complete specification of the likelihood. Thus, it is impossible to correctly specify the likelihood function in many applications. In these situations, the likelihood-ratio statistic is a weighted sum of independent $\chi^2$-variables (Liang and Self, 1996). Alternatively, one might apply either the score or the Wald test statistic. Confidence ellipsoids may also be constructed in the usual way on the basis of these statistics.

Diagnostic techniques that are used in the linear model or in GLMs (McCullagh and Nelder, 1989) can be carried over to mean structure models that are estimated by the GEE. However, one has to distinguish between observation and cluster specific diagnostic measures. Ordinary, standardised and studentised residuals can be used to check for systematic variation that are caused by one or more regressors (Tan, Qu and Kutner, 1997; Ziegler and Arminger, 1996). In addition, an empirical residual for a cluster using the Mahalanobis distance may be defined (Tan et al., 1997). A modified hat matrix and a modified Cook-statistic are proposed in order to find leverage and influential points (Preisser and Qaqish, 1996; Tan et al., 1997; Ziegler and Arminger, 1996). The standardised, studentised and empirical residuals as well as the modified hat matrix rely on the correct specification of the association matrix.

A simulated Q-Q plot and a half-normal probability plot may be used to detect outliers and to investigate model adequacy. In addition, partial residual plots may be used to evaluate linearity and to provide guidance on how to improve the goodness of fit of the model (Tan et al., 1997). A stepwise model selection procedure has been proposed by Nuamah, Qu and Amini (1996).
All diagnostic measures can be obtained by one-step approximations. Their computation is fast. Therefore, regression diagnostics should be routinely applied in data analysis.

5.5 Further extensions

In the preceding sections the most important extensions of the GEE were outlined. However, there are a few more extensions which should be noted. Originally, the GEE was derived from Quasi Likelihood estimation that captures an additional dispersion parameter, commonly denoted by \( \phi \). In their original formulation, \( \phi \) is assumed to be equal for all \( t \). PARK (1993) noted that this assumption does not hold in most longitudinal studies. PARK (1993) and PAIK (1992) extended the approach of LIANG and ZEGER (1986) to allow for varying dispersion parameters \( \phi_t \). PARK and SHIN (1995) compared the efficiency of the original approach and the approach proposed by PARK (1993).

HALL and SEVERINI (1995) extended the GEE2 approach. They formulated joint EE for \( \beta, \alpha \) and \( \phi \) based on Quasi Likelihood and showed in an example that these EE may be more efficient than the GEE2. Note that the dispersion parameter \( \phi \) was not used in the original formulation of the GEE2. QAQISH and LIANG (1992) extended the GEE2 to allow regression structures that include multiple classes and multiple levels of nesting as they occur e.g. in family studies. All models discussed above only allow the inclusion of one type of dependent variables. An extension to mixtures of continuous and dichotomous dependent variables has been proposed by FITZMAURICE and LAIRD (1995). O’HARA HINES (1997a) recently proposed an approach for the analysis of retrospectively sampled clusters with known sampling rates. An extension of the GEE to estimate quantiles instead of the mean structure was proposed by LIPSITZ et al. (1997). Approaches for sample size calculations were developed by LIU and LIANG (1997) and SHIH (1997).

6. Efficiency Considerations, Bias, Convergence and Limitations

All asymptotic properties of the GEE1 require correct specification of the mean structure. An implicit assumption of the GEE is that the investigator has to specify the mean \( E(y_{it} \mid X_i) \) of \( y_{it} \) given all explanatory variables of the cluster instead of modelling just \( E(y_{it} \mid x_{it}) \). In practice, \( \mu_{it} \) is modelled via \( x_{it} \) as a function of \( \beta \). If this implicit assumption is not valid, results are biased. Hence, one needs to validate \( E(y_{it} \mid X_i) = E(y_{it} \mid x_{it}) \) or should apply the IEE (PEPE and ANDERSON, 1994). However, the use of the IEE instead of the GEE might lead to a decrease of efficiency in the parameter estimates. The efficiency of the IEE compared to the GEE1 has been examined analytically (FITZMAURICE, 1995; LEE, SCOTT and SOO, 1993a; MANCL and LEROUX, 1996) and by simulations (EMRICH and PIEDMONTE,
1992; Gunsolley, Getchell and Chinchilli, 1995; Liang and Zeger, 1986; McDonald, 1993; Paik, 1988; Sharples and Breslow, 1992). The simulation studies gave inconsistent results that can be explained by the work of Fitzmaurice (1995) and Mancl and Leroux (1996). These authors showed that efficiency depends on the covariate distribution, the cluster sizes, the regression parameters and the correlation between the responses. The results are quite sensitive to the between-cluster and the within-cluster correlation of the covariates. They showed that for specific models the IEE are as efficient as the GEE, if responses within clusters are independent, or if all covariates within clusters are constant, or if all covariates are mean-balanced, i.e. the cluster means are constant across clusters.

If the matrix of independent variables is quadratic and regular, then the GEE and the IEE are identical. In this situation, they are efficient (Spiess and Hamerle, 1996). However, the IEE can be quite inefficient, if there is some within-cluster covariate variation and some imbalance in covariate patterns across clusters.

The efficiency of GEE2 estimation has not been investigated in detail. Some theoretical results exist for the asymptotic distributions in the context of PML estimation (Gourieroux and Monfort, 1993) and of GMM estimation (Newey, 1990). All estimation procedures — including ML — yield an underestimation of the covariance matrix (Lee et al., 1993).

The efficiency of ML compared to GEE is not entirely clear. In general, small sample sizes yield biased estimates. This bias decreases with the number of clusters \( n \) (Sharples and Breslow, 1992). A comparison of the unweighted GEE and the WEE proposed by Robins et al. (1995) was given by Fitzmaurice, Molenberghs and Lipsitz (1995).

One major advantage of the IEE is that the algorithm converges in most applications. If additional parameters are included in the model, like in the GEE or the ML models, algorithms converge less often. In addition, the GEE2 diverges more often than the GEE1. To apply GEE2, a simple structure of the working matrix is recommended. If convergence problems occur, it is recommended to set the third moments to 0. Further simplification is obtained by using the identity matrix as lower right block of the working matrix. Note that the extensions to time dependent parameters and/or categorical data may lead to convergence problems due to an increased matrix \( X \).

Marginal models, in practice mainly used for binary variables, have one major disadvantage which can have an important influence in the analysis of categorical data. The parameter space of the association parameter — defined by the correlation or the log odds ratio — is bounded for \( T \geq 2 \) (Fitzmaurice and Laird, 1993; Liang et al., 1992; Prentice, 1988). Similarly, it can be shown that the parameter space of the odds ratios is restricted for \( T \geq 3 \) (Liang et al., 1992). A possible solution to this problem is to investigate the full likelihood as proposed by Fitzmaurice and Laird (1993) and Fitzmaurice, Laird and Lipsitz (1994). Their approach can be interpreted as an extension of the partly exponential model discussed by Zhao, Prentice and Self (1992).
7. Application of the GEE in Biometry

The GEE have been applied in various biometrical fields, e.g. in teratological and toxicity studies (Bieler and Williams, 1995; Bowman, Chen and George, 1995; Ryan, 1992; Zhu, Krewski and Ross, 1994), in ophthalmologic trials (Framingham, 1996a; Gange et al., 1994; Podgor et al., 1996), in diagnostic testing programs (Leisenring, Pepe and Longton, 1997) or in the analysis of bioequivalence (Ten Have and Chinchilli, 1995). It is beyond the topic of this paper to give a complete review of all fields of application. However, to give an idea on the broad use of the GEE, we focus on the application to family studies.

Several approaches have been proposed to establish familial aggregation of a disease. The question how to deal with different ascertainment schemes has not been solved completely. For case-control studies, Liang and Beaty (1991), Tosteson, Rosner and Redline (1991), Zhao and Le Marchand (1992) proposed to exclude the proband from the analysis. Recently, Whittemore (1995) and Zhao et al. (1996a) discussed models that allow inclusion of probands. Liang and Pulver (1996) have derived sample size formulas for family studies, if the GEE are applied in an unmatched case-control study. The detection of influential families using GEE has been illustrated by Ziegler et al. (1998). The GEE has also been proposed to detect linkage (Amos, 1994; Amos, Zhu and Boerwinkle, 1996; Olson, 1994a; Olson, 1995; Olson and Wijsman, 1993; Ziegler and Kastner, 1997), to estimate allele frequencies (Olson, 1994b; Ziegler and Kastner, 1997) and association parameters (Amos, 1994; Olson, 1994b; Tréguet, Ducimetière and Tiret, 1997), anticipation (Polito et al., 1996; Schneider et al. 1998), heritability (Grove, Zhao and Quiaoit, 1993) and in segregation analyses (Lee, Stram and Thomas, 1993b; Lee and Stram, 1996; Stram, Lee and Thomas, 1993; Whittemore and Gong, 1994; Zhao, 1994).

8. Software

Several programs are available to apply the GEE. Most of these programs are written in program languages that facilitate matrix languages. A SAS IML macro for analysing GEE1 written by Karim and Zeger (1988) and extended by Grömping (1993) is available at statlab.uni-heidelberg.de. Other program using the facilities of SAS have been presented by Lipsitz and Harrington (1990), Nuamah et al. (1996) and Andoh and Uwoi (1995). An SPSS macro for solving the GEE1 by Duncan et al. (1995) that is based on the original SAS macro by Karim and Zeger (1988) is available from ftp.ori.org/pub/terryd. S-Plus functions written by Norleans (1995) are available at http://fisher.stat.unipg.it/pub/stat/statlib/S/geex. Similar S-Plus functions for the GEE1 and the ALR written by Carey (1989) can be obtained from lib.stat.cmu.edu. At this site a GENSTAT program is also available (Kenward and Smith, 1995a, 1995b). A PASCAL program for the GEE2 of
LIANG et al. (1992) is available either at statlab or at statlib. A FORTRAN program written by DAVIS (1993) can be obtained from the Department of Preventive Medicine, University of Iowa. A XLISP-Stat tool by LUMLEY (1996b) for the GEE and the regression diagnostics by PREISSER and QAIS (1996) can be obtained from http://www.biostat.washington.edu/~thomas/gee.html. A DOS/Windows program written by the quantitative genetic epidemiology group of the FHCRC (QGE, 1994) for solving GEE is available at mule.fhcrc.org or statlab.uni-heidelberg.de. MAREG – a DOS/Windows and SunOS program – for solving the GEE1 and the GEE2 using the approach of PRENTICE (1988) and the WEE approach of ROBINS et al. (1995) for monotone missing data patterns is available from http://www.stat.uni-muenchen.de/~andreas/winmareg.html (KASTNER, FIEGER and HEUMANN, 1996).

Recently, the GEE1 were integrated into procedures of the commercially available program systems SAS, release 6.12 (PROC GENMOD), Stata, release 5.0 (procedure XTGEE), SUDAAN, release 7.11 (PROC MULTILOG), and SPIDA, release 6 (procedure GEE). A comparison of SAS (PROC GENMOD), Stata (XTGEE) and SUDAAN (PROC MULTILOG) is given by ZIEGLER and GRÖMPING (1998).

If one cannot facilitate any of these programs, one can approximate the robust variance matrix by using jackknife techniques (LIPSITZ, LAIRD and HARRINGTON, 1990; LIPSITZ, DEAR and ZHAO, 1994a; PAIK, 1988; PREGIBON, 1983; ZIEGLER, 1997) or by a nonparametric bootstrap (SHERMAN and LE CESSIE, 1997). These are appealing approaches to obtain estimates of the robust variance matrix e.g. in survival models.

9. Discussion and Recommendations

For practical use, some recommendations are required to decide whether the ML methods for multivariate distributions (e.g. FITZMAURICE and LAIRD, 1993; FITZMAURICE et al., 1994) or GEE methods should be used. In general, the ML method should only be applied, if the complete distribution of \( y_i \) given \( X_i \) can be specified correctly. Otherwise, misspecification may yield inconsistent estimates of the parameters. These inconsistencies may affect either only the asymptotic variance matrix or both, the parameters and their asymptotic variance matrix. GEE1 yields consistent estimates, if the mean structure is correctly specified. However, the association between observations within clusters is treated as nuisance parameter. The use of the robust estimators for the variance is recommended, if misspecification of the association structure is possible. If the investigation of the association is the main goal of the analysis, GEE2 can be applied. However, both the mean and the association structure have to be specified correctly in this situation. If block diagonal matrices are used, GEE2 yields consistent estimates of the mean-structure, even if the association is not specified correctly. Note that the ML approach of FITZMAURICE and LAIRD (1993) is unable to handle unequal cluster sizes adequately, as e.g. in family studies.
The authors recommend, based on the literature and their own experience, an application of the GEE only, if the number of clusters is at least 30 for a cluster size of about 4 for a low to moderate correlation. For high correlations between observations more independent clusters are necessary. Of course, the number of required clusters also depends on the number of explanatory variables. If the cluster size is large compared to the number of clusters, the GEE are probably not an appropriate analysing tool. In this situation random effect models or conditional models might be the better choice. When the number of clusters is small, careful modelling of the correlation needs to be done (Prentice, 1988). Also, one may want to use the bootstrap as discussed in Moulton and Zeger (1989) or Sherman and Le Cessie (1996). We recommend to use IEE first and to model other association structures in a second step. To check for efficiency of the IEE, the findings of Mancl and Leroux (1996) should be applied.
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